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Amalgamation of Transition Sequences in the
PEPA Formalism

Jane Hillston Joanna Tomasik

March 29, 2000

Abstract

This report presents a proposed formal approach towards reduction of
sequences in PEPA components. By performing the described amalga-
mation procedure we may remove, from the Markov chain underlying an
initial PEPA model, those states for which detailed local balance equations
cannot be formulated. This transformation may lead to a simpler model
with product form solution. Some classes of reduced models preserve those
performance measures which we are interested in and, moreover, the steady
state solution vector is much easier to find from the computational point
of view.

1 Introduction

Construction and solution of a large Markov chain corresponding to a model of
a real system is not a trivial task since the number of reachable states is very
large and transitions between them do not follow an easy pattern to predict.
The modeller faces problems of creating an infinitesimal generator matrix Q and
solving it whilst coping with limited time/space computational resources and
numerical precision. However, he may apply a tool to his work which takes
advantage of decompositionality of multidimensional Markov chains. He can
choose one of a variety of Stochastic Process Algebras (for example: PEPA [9],
TIPP [8], EMPA [2]) or the Stochastic Automata Network (SAN) method [15].
Despite the fact that none of the mentioned methods is versatile enough to allow
him to deal with an arbitrary model, some classes of models may be efficiently
treated with them. The advantage of the modular approach to defining a Markov
chain may be taken not only when writing its description (the modeller can look
at every sub-model separately) but also when solving it because possible state
reductions or even calculations may be performed for processes smaller than the
global one.
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A class of models whose behaviour is particularly easy to express by behaviour
of some unimodal Markov chains, and whose steady state solution may be cal-
culated as a function of partial solutions of these elementary chains, is BCMP
models [1]. Fluxes between states of a Markov chain underlying a BCMP model
fulfil local balance equations, which are more convenient to formulate and to
solve than global balance equations. A direct consequence is that the solution of
the global Markov chain takes the form of a product of solutions of component
chains, multiplied by a normalisation factor. A restricted subclass consists of
models whose underlying Markov chains are reversible, i.e. their steady state
solution remains the same when the direction of time is reversed [11]. Unfortu-
nately, the BCMP class is not wide enough to cover more complicated models
which we are interested in.

If a modeller’s goal is to obtain some particular performance measures of a
system he investigates, he may transform the model into another one which has
a product form solution and the desired performance measure is either greater
or smaller than the value for the original model. In [7], van Dijk presents his
approach towards transforming an initial Markov chain into one which has prod-
uct form solution and for which a chosen performance measure is bounded from
above or below. It is proved in [10], for models expressed in PEPA, that a model
component made of sequential reversible input-output components which are ei-
ther birth-death or linear input-output or parallel input-output or symmetrical
branch-join components, is also reversible under the condition that elements of
a reverse pair belong to a cooperation set; hence it has a product form solution.
In [16] these two approaches are applied simultaneously to some examples in or-
der to find upper and lower bounds of an arbitrary chosen performance measure
of a model which does not have a product form solution. In this paper we want to
give a more formal description of transforming a Markov chain into another one
with product form solution at the PEPA component level. Our goal is to remove
Markov chain states for which detailed local balance equations are not satisfied
and to bound interesting performance measures using a new Markov chain.

The next section contains a short description of the PEPA formalism. In
Section 3 we present an existing method of reducing of sequences of activities
of the undefined type τ and give conditions under which the procedure may be
done. Section 4 contains descriptions of formal tools we will use to perform
activity amalgamation and discusses how the amalgamation procedure affects
steady state probabilities in some cases.

2 Outline of the PEPA Formalism

Entities of Performance Evaluation Process Algebra (PEPA) [9] are termed com-
ponents. A component X can perform action a, a = (α, r), a ∈ Act(X), Act(X)
is a multi-set, where α is an activity type, α ∈ A(X), and r is a transition rate
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according to an exponential distribution, r ∈ RI +, and RI + is a set of positive
real numbers together with the symbol > indicating unspecified transition rate.
The set of types enabled in all derivatives of X, i.e. within the life cycle of X, is
termed ~A(X). Components can interact by the use of the PEPA operations:

(α, r).X, X + Y, X ��
L

Y, X/H,
def
=,

where L is a set of types over which cooperation between some components may be
performed, H ⊆ A(X) is a set of types which are replaced in the component X by
the undefined type τ . The listed PEPA combinators are named: prefix, choice,
cooperation, hiding, definitional equality, respectively. Alternatively, X ��

∅ Y
may be written as X||Y .

We define some terminology which we will use later in this paper.

Definition 2.1 The apparent rate of action type α in component X is denoted
rα(X) and is given by:

rα((β, r).X) =

{
r, if α = β
0, if α 6= β

rα(X + Y ) = rα(X) + rα(Y )

rα(X/H) =

{
rα(X), if α 6∈ H
0, if α ∈ H

rα(X ��
L

Y ) =

{
rα(X) + rα(Y ), if α 6∈ L
min(rα(X), rα(Y )), if α ∈ L

For a cooperation, if α is in the cooperation set, the slowest participant determines
the rate of the cooperation.

Definition 2.2 If X0

(α,r)−−−→ X1, then X1 is a (one-step) derivative of X0. More

generally, if X0

(α0,r0)−−−→ X1 · · ·
(αn−1,rn−1)−−−→ Xn, then Xn is a derivative of X0.

Definition 2.3 The derivative set of a PEPA component X is denoted ds(X)
and defined as the smallest set of components such that

1. if X
def
= X0 then X0 ∈ ds(X),

2. if Xi ∈ ds(X) and there exists a ∈ Act(Xi) such that Xi

a−−−→ Xj then
Xj ∈ ds(X).

From the syntactic point of view, PEPA components are divided into two
groups, model components M and sequential components S:

S ::= (α, r).S | S + S | X
M ::= S | M ��

L
M | M/H

where X denotes a constant which is a sequential component.
In [10] the authors define some structures which allow them to detect whether

the Markov chain corresponding to a model is reversible. These definitions may
help us to make conclusions after having performed amalgamating transforma-
tions on a model.
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Definition 2.4 A PEPA component P is said to enable a reverse pair (α,−α),

if (α, r) ∈ Act(P ) and for every (α, r)-derivative P ′ (P
(α,r)−−−→ P ′), there exists

(−α, s) ∈ Act(P ′) such that P is an (−α, s)-derivative of P ′, where r, s ∈ RI +.

Definition 2.5 A sequential PEPA component P , with initial component P0, is
an input-output component if

1. for all α ∈ A(P0), such that P0

(α,r)−−−→ P ′
0 for some r, α forms part of the

reverse pair (α,−α),

2. for all Pi ∈ ds(P0), for all αi ∈ A(Pi), such that Pi

(αi,r)−−−→ P ′
i for some r,

αi forms part of the reverse pair (αi,−αi).

Definition 2.6 A PEPA component P0 is a linear input-output component if

for every Pi ∈ ds(P0) and for all Q such that Pi

a−−−→ Q, Pi and Q communicate

exclusively via the actions a and −a such that Pi

a−−−→ Q and Q
−a−−−→ Pi.

3 Weak Isomorphism and Insensitivity

The notion of weak isomorphism was introduced by Hillston in [9]. Two com-
ponents X and Y are weakly isomorphic if there is a component C which is a
compact form of both X and Y components. A compact form C of the component
X is a F -image of ds(X), where F is a surjective function, F : ds(X) −→ ds(Y ),
which amalgamates sequences of activities of undefined type τ into one activity
of this type and sets a transition rate of the new activity in order to preserve
the mean passage time through the reduced sequence (Figure 1). The stochastic
process underlying the compact component C is no longer a pure Markov process
because the distribution of the amalgamated sequence rate is not exponential.

Xj Xk

a a

b b

(τ, λ2)(τ, λ1)

Xl Xm

a a

b b

(τ, λ3)

Yl Ym

a a

b b

(τ, Λ)
−→F

Figure 1: An example of reducible sequence in the X component and its compact
form

However, it may be proven ([9]) that the corresponding process is a Gener-
alised Semi-Markov Process (GSMP) which is defined as follows:
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Definition 3.1 A Generalised Semi-Markov Process is a stochastic process de-
fined on a set of states S. Within each of these states s, s ∈ S are active elements
σ, σ ∈ Σ. A set of active elements is associated with a current state s. Each
element of this set, σ, indicates a lifetime with decays at the state dependent rate
r(σ, s). Let Σ′∩Σ∗ = ∅, Σ′∪Σ∗ = Σ, and σ ∈ Σ′ if the element σ is an exponen-
tially distributed lifetime, σ ∈ Σ∗ if σ is a generally distributed lifetime. When
the lifetime of an active element σ expires, the process moves to a state s with
probability π(s, σ, s). The sojourn time in a current state is hence determined by
the shortest lifetime of an active element and its termination forces other active
elements to suspend their activities, and in case of elements belonging to the set
Σ∗, recording residual lifetimes. A restriction which has to be introduced taking
into account behaviour of elements of the set Σ∗ is that no more then one active
element from Σ can be either launched or killed at the same time.

We are interested in computing a steady state probability vector of a process.
We could find it basing our calculations exclusively upon mean sojourn times in
the process states neglecting other moments of the general distribution if and only
if the process is insensitive. Matthes in [12] formulated a theorem, stated below
after [4, 9], which allows us to make the decision whether a GSMP is insensitive.

Theorem 3.1 The following two statements are equivalent:

1. The process in insensitive to the element of Σ∗. That is, the distributions of
the lifetimes of the elements of Σ∗ may be replaced by any other distribution
with the same mean, while still retaining the same equilibrium distribution.

2. When all elements of Σ∗ are assumed to be exponentially distributed (i.e.
Σ = Σ′), the flux out of each state due to the death of an element of Σ∗ is
equivalent to the flux into that state due to the birth of that element.

In [4] Clark translates Theorem 3.1 into the PEPA formalism under the con-
ditions that a generally distributed activity may not synchronise with any other
activity and a synchronisation of sequential components may not lead to a state
where more than one sequential component newly enables a generally distributed
activity:

Theorem 3.2 The following two statements are equivalent:

1. The PEPA model in insensitive to each generally distributed activity a,

2. The purely Markov process (i.e. Σ = Σ′), has the property that for all states
s that enable transition a, the flux into s enabling a is balanced by the flux
out of s due to the completion or disabling of a.
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4 Amalgamation of Sequences

In this section we describe a transformation procedure for PEPA models. Firstly,
we define local sequences in PEPA sequential components building up a model.
Secondly, we decide which activity type should be chosen as a new one to la-
bel the amalgamated transition. Thirdly, we identify a surjective function which
describes the amalgamation procedure. Fourthly, we propose a classification, dis-
cuss computation of the new transition rate and give examples of local sequences
according to the introduced classifying scheme. Finally, we define a semi-input-
output linear component , analyse it to find out the impact of the amalgamation
procedure on the steady state solution of the reduced input-output linear com-
ponent and give an example of such a reduction in detail.

4.1 Local Sequences inside a PEPA Component

Firstly, we state the definition of an internal structure of a PEPA component
which destroys its potential reversibility.

Definition 4.1 A pair of activity types (αP , αS) is a local sequence in a compo-
nent X0 if and only if, for all Xj1, Xj2, such that Xj1, Xj2 ∈ ds(X0), Xj1 6≡ Xj2,

for which Xj1

(αP ,rj12
)

−−−→ Xj2 and Xj2 is not a one-step derivative of any Xjk
ex-

cept Xj1 there exists exactly one Xj3, Xj3 ∈ ds(X0), Xj2 6≡ Xj3 such that

Xj2

(αS ,rj23
)

−−−→ Xj3 and Xj3 is the only one-step derivative of Xj2.

In a local sequence (αP , αS) the activity type αP is termed the predecessor and
αS is termed the successor.

Figure 2 depicts a local sequence in X, (τ, αS). In this case the undefined
type τ is the predecessor and αS is the successor. For the state Xk we cannot
write a proper local balance equation πkqk,m = πmqm,k and we do not want to
include this state in our calculation. Consequently we replace the component X

by another one, X ′, in which X ′
j

(ξ,R)−−−→ X ′
l . The states X ′

j and X ′
l are images of

Xj and Xl respectively in a transforming function. However, we have to decide
what type ξ is and what is its transition rate.

4.2 Choice of Activity Type

The synchronising actions in a PEPA model cannot be of undefined type. The
independent actions of type with which no reward function are associated may
by hidden, i.e. their types may be replaced by the undefined type. In the case
when only one type of the local sequence (αP , αS) is a cooperating one, we pick
it as the type of the new transition.

In the case when both actions are either synchronised or independent we
assume that the succeeding activity type of a sequence absorbs the preceding
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one. Our assumption is a direct result of an emphasis on observation. In [13]
Milner proves τ -laws in which he explains the behaviour of actions labelled with
undefined type τ . He states that action capabilities which are available for a com-
ponent X are not changed by performing an action of type τ by this component.
He also introduces a notion of weak bisimulation which leads to observational
equivalence. A model from which actions labelled with undefined type τ are
deleted, is weakly bisimilar to the initial one. Such an approach is a consequence
of the fact that the internal actions (τ, r) cannot be observed or detected by an
external agent.

Let us consider a sequence in the component X presented in Figure 2. Starting
from the state Xj, the component performs its internal action (τ, λ) and the
observer looking at the system in this state cannot say of what type the activity is.
When the internal action is terminated, he can recognise the activity type of the
consecutive action (under the condition that the next activity is of “public” type).
The “private” activity of type τ takes the component into the state Xk. Because
the observer may determine the activity type of the current action beginning from
this state, from his point of view the state Xk is not interesting for he does not
know which activity transformed the component into it. He may suppose that the
time of passing from Xj to Xl has a distribution defined by a Coxian distribution
equal to the convolution of the “private” and “public” exponential distributions
with parameters λ and rS, respectively [5] and the type of this transition is the
same as the type of the visible transition, i.e. αS. Reasoning as above suggests

(τ, λ) (αS, rS)

IN

OUT IN

OUT

Xk

Xj Xl

Figure 2: An example of a local sequence in the X component with internal
activity type τ as a predecessor

that the activity type ξ (see Subsection 4.1) resulting from the amalgamation
procedure should be replaced by the successor type αS.

4.3 Amalgamation Procedure

To begin, we state precisely how “an internal element” (such as Xk in Figure 2),
which will be removed due to the amalgamation procedure, may be identified.

Definition 4.2 A derivative X∗ is an internal sequential derivative of a local
sequence (αP , αS) in X if its enabled activity multi-set is {| (αS, rS) |} and it is an
αP -derivative of a component whose enabled activity multi-set is {| (αP , rP ) |}.
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A function which amalgamates local sequences and removes their internal
sequential derivative is defined as follows:

Definition 4.3 A function f : ds(X) −→ ds(X ′) is a sequential epimorphism
from X to X ′ over a local sequence (αP , αS) if it is a surjective function such
that

1. if X∗ ∈ ds(X) and X∗ is not an internal sequential derivative of a local
sequence (αP , αS), when X∗ and f(X∗) are identical,

2. for any a ∈ Act(X∗), not part of a local sequence (αP , αS), the set of a-
derivatives of f(X∗) is the same as the f -image of the set of a-derivatives
of X∗,

3. for any pair of activities (αP , rP ) and (αS, rS) such that X∗
0

(αP ,rP )−−−→ X∗
1

(αS ,rS)−−−→
X∗

2 there is exactly one derivative of f(X∗
0), which may be reached by per-

forming (αS, R) such that f(X∗
0)

(αS ,R)−−−→ f(X∗
2 ). The expected delay between

f(X∗
0 ) and f(X∗

2 ) is the same as the expected delay between X∗
0 and X∗

2 .

Sequential epimorphism is a generalisation of weak isomorphism defined in [9]
(see also Section 3). However, it is much stronger since it removes states and
actions and changes some transition rates.

4.4 Classification of Sequences to be Amalgamated

Let M = 4(X
(i)
0 ), i = 0, 1, . . . , n− 1, be a PEPA model made up of n sequential

components, the X
(i)
0 . The 4 operator composes the X

(i)
0 using PEPA’s compo-

sition and hiding combinators. Let α be an activity type which may occur in M ,
i.e. α ∈ ~A(M). We use shorthands as stated below:

M: the set of all the components X
(i)
0 , i = 0, 1, . . . , n− 1,

Mα,∅: the set of all components X
(i)
0 in which no action of type α occurs,

Mα,∗: the set of all components X
(i)
0 in which an action of type α may occur

but these components do not cooperate over α,

Mα: the set of all components X
(i)
0 cooperating over the activity type α.

It is obvious that M = Mα,∅∪Mα,∗∪Mα and Mα,∅∩Mα,∗ = Mα,∗∩Mα =
Mα,∅ ∩ Mα = ∅. Let a pair of activity types (αP , αS) be a local sequence in

some sequential components X
(i)
0 of the model M . We can restrict ourselves to

the cases listed in Table 1 for which MαP ,∅ = MαS ,∅ = ∅. If these sets were not
empty our classification would be still valid as long as their elements were cyclic
components. We also assume that each sequence (αP , αS) appears at most once
in each sequential component.

To remove ambiguity, in the context of the proposed classification, we give
details of the reduction of local sequences in each case. The following definitions
allow us to establish the boundary conditions of the sequences we consider.
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I MαS ,∗ = M
a) MαP ,∗ = M II MαS = M

III MαS ,∗ 6= M∧MαS 6= M
I MαS ,∗ = M

b) MαP = M II MαS = M
III MαS ,∗ 6= M∧MαS 6= M

MαP ,∗ 6= M I MαS ,∗ = M
c) ∧ II MαS = M

MαP 6= M III
MαS ,∗ 6= M

∧
MαS 6= M

? MαP = MαS

?? MαP ∩MαS = ∅
? ? ? otherwise

Table 1: Possible manifestations of local sequences in sequential PEPA compo-
nents of the model M

Definition 4.4 A local sequence (αP , αS) in X is a beginning sequence in a
model M built with X, if and only if, αP is not a successor in any local sequence
in X and a component whose αP -derivative is an internal sequential derivative of
(αP , αS) in X, is obtained only by cooperating actions of all components belonging
to the set MαS .

Definition 4.5 A local sequence (αP , αS) in X is an ending sequence in a model
M built with X, if and only if, αS is not a predecessor in any local sequence in X
and from a component which is an αS-derivative of an internal sequential com-
ponent, all outgoing actions are cooperating actions of all components belonging
to the set MαP .

Based upon these two definitions, illustrated in Figures 3, 4, and 5, we are able
to define local sequences which are made of exactly two actions labelled with
activity types αP and αS, respectively.

Definition 4.6 A local sequence (αP , αS) in X included in a model M is a strict
sequence in M if it is a beginning and ending sequence in M .

We perform the amalgamation procedure in most investigated cases (Sec-
tion 4.4.2) for beginning/ending local sequences only, because this assumption
assures we will pick local sequences whose “boundary conditions” are the same
in all components. Before examining these cases we explain phenomena which
may occur when amalgamating local sequences.

We point out that no reward function can be associated with actions of type
αP or αS for these actions will vanish during the amalgamation process. The
choice of transition rate R will be discussed in next subsection.

Notice that the amalgamation of sequences leads to another model which
is smaller in size but it does not always ensure that the reduced model has a

9



X0

X1

X2

X3

G

(β, b)

(αS, rSX
)

Y0

Y1

Y2

Y3

G>

(αS, rSY
)

(δ, d)

(αP ,>)

(αP , rPX
)

X0

X1

X2

X3

G

(β, b)

Y0

Y1

(αP , rPY
)

Y2

(δ, d)

Y3

(αS,>)G>(αS, rSXY
) (αP , rPXY

)

W0
def
= X0 ��

{αP ,γ} Y0U0
def
= X0 ��

{αS,γ} Y0

Figure 3: Examples of beginning ((αP , αS) in U0) and ending ((αP , αS) in W0)
sequences; shorthands: G = (γ, g), G> = (γ,>)

X1

X2

X3

(αS, rSX
)

(αP , rPX
)

X4

X0

(δ2, d2)

(β, b)

(γ, g)

(δ1, d1)

X0Y1

X1Y1

X2Y3

X1Y0

X2Y2

G

X3Y2

X3Y3 X4Y4

aSX AP
T B

X0Y0

X4Y6

X4Y5

K2

aSY B

K3

K4 K1

aSX

(δ2, d2)

(δ1, d1)

Y5

Y0

K1K3

Y1

Y2

Y4

Y3

K4 K2

(δ2,>)

Y6

(δ1,>)

(γ,>)

(αS, rSY
)

(αP , rPY
)

(θ, t)

Figure 4: Example of beginning (αP , αS) sequence in X0 ��
{γ,δ1,δ2,αS}Y0; short-

hands: G = (γ, g),B = (β, b), aPX
= (αP , rPX

), aPY
= (αP , rPY

), AS =
(αS, min(rSX

, rSY
)), T = (θ, t), Ki = (κ, ki), i = 1, 2, 3, 4

product form solution. A Markov chain in which a transition i
λ−−−→ (i+1) with

exponentially distributed rate may be replaced by another one i
G(λ)−−−→ (i + 1)

with generally distributed rate with mean 1
λ

and the steady state solution of the
obtained stochastic process is the same, is insensitive. In general we are going
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Y5

(δ1,>) (γ,>)

Y4

(δ1,>)

Y0 Y1 Y2 Y3
aSY

(δ2,>) (κ, k) APY
(δ2,>)

X5Y4

(δ2, d2)

(δ1, d1)

X2 X1 X3

(γ, g)

APX
aSX

(β, b)

(δ1, d1)

(δ2, d2)

X4 X5

X0

X4Y5

(δ2, d2)
AP

X0Y1

X1Y1 X2Y2

X2Y3

K aSY

K B

B

aSY

X3Y3

(γ, g)

X0Y0(δ1, d1)

aSX
(δ2, d2)

(δ1, d1)

Figure 5: Example of ending (αP , αS) sequence in X0 ��
{γ,δ1,δ2,αP }Y0; short-

hands: B = (β, b), K = (κ, k) APX
= (αP , rPX

), APY
= (αP , rPY

), AP =
(αP , min(rPX

, rPY
)), aSX

= (αS, rSX
), aSY

= (αS, rSY
)

to replace a sequence of transitions i
λ1−−−→ (i + 1)

λ2−−−→ · · · λk−−−→ (i + k)
whose behaviour is Coxian (which may be understood as an example of general

distribution) by a single transition with exponentially distributed rate, i
Λk−−−→

(i + k). We will obtain the most satisfactory values of performance measures
when the reduced chain is insensitive.

4.4.1 Phase-type Distribution

We have to consider the fact that local sequences in the components making up
the investigated PEPA model interact. The synchronised actions are performed
simultaneously in a group of PEPA components, the other actions are executed
independently and their instances interleave with one another.

(τ, λi) (αP , ri)
X

(i)
0 X

(i)
2

X
(i)
1

Figure 6: The X
(i)
0 , i = 0, 1, . . . , n− 1, a sequential component of M = 4(X

(i)
0 )

We assume that a model component M is built with previously listed restric-
tions satisfied and it is made of n − 1 sequential components, M = 4(X

(i)
0 ), as

presented in Figure 6. Let all components X
(i)
0 cooperate over the activity type
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X [0] = (X
(n−1)
0 , . . . , X

(1)
0 , X

(0)
0 ),

Xσ(0) = (X
(n−1)
0 , . . . , X

(σ(0))
1 , . . . , X

(0)
0 ),

Xσ(1) = (X
(n−1)
0 , . . . , X

(σ(0))
1 , . . . , X

(σ(1))
1 , . . . , X

(0)
0 ),

...
...

...

Xσ(n−1) = (X
(σ(k))
1 , . . . , X

(σ(0))
1 , . . . , X

(σ(1))
1 , . . . , X

(σ(l))
1 ),

X [2] = (X
(n−1)
2 , . . . , X

(1)
2 , X

(0)
2 ).

Table 2: State description for the graph in Figure 7

αP , i.e.
M = X

(n−1)
0 ��

{αP } · · · ��
{αP } X

(1)
0 ��

{αP } X
(0)
0 (1)

A realisation of the Markov chain underlying the model defined by Eq. (1)
is depicted in Figure 7, where σ is a permutation, σ : {0, 1, . . . , n − 1} −→
{0, 1, . . . , n − 1} and the state names are given in Table 2. At each state of
the chain only one coefficient can be modified and the only possible change is
X

(i)
0 −→ X

(i)
1 , i = 0, 1, . . . , n − 1. We can assume for simplicity that

∧
i
X

(i)
0 = 0

and
∧
i
X

(i)
1 = 1, so the chain’s initial state X [0] is equal to (0, 0, . . . , 0) and the

last one, towards which the τ transition leads, is equal to (1, 1, . . . , 1). All these
states are of the form (s(n−1), . . . , s(1), s(0)), where

∧
i
(s(i) = 0 ∨ s(i) = 1), so they

may be ordered by numbers in binary representation, i.e. (s(n−1), . . . , s(1), s(0)) =
s(n−1)2n−1 + · · · + s(1)21 + s(0)20. Notice that the ordering relation “<” for the
natural numbers is also lexicographical ordering for (s(n−1), . . . , s(1), s(0)) treated
as strings of characters. The general Markov chain diagram for the τ -type in-
dependent transitions has a “lattice-like” structure as may be seen in Figure 8
when it is 3-dimensional.

· · ·
(αP , r)

Xσ(0) Xσ(1) Xσ(n−1)

X [2]X [0]

(τ, λσ(n−1))

r = min
i

(ri)

(τ, λσ(0)) (τ, λσ(1)) (τ, λσ(2))

Figure 7: A realisation of the Markov chain corresponding to the model com-
ponent M , M = X

(n−1)
0 ��

{αP } · · · ��
{αP } X

(1)
0 ��

{αP } X
(0)
0 ; state name descriptions in

Table 2

Let us consider “a 3-lattice-like” Markov chain as depicted in Figure 8. The
state numbered by 7 is its absorbing state and its transition matrix Q is an upper
triangle matrix obtained by a tensor (Kronecker) sum [6] Q = Q(2)⊕Q(1)⊕Q(0),
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where

Q(i) =

[ −λi λi

0 0

]
, i = 0, 1, 2.

More precisely, the resulting matrix Q =
N−1⊕
i=0

Q(i) has a structure:

Q =

[
Q∗ q
O 0

]
,

where Q∗ is an upper triangular matrix, dim(Q∗) = n − 1 and q is a column
vector of n − 1 elements. The probability distribution F (t) of the time until

(0, 0, 0) 0

(0, 0, 1) 1

(1, 0, 0) 4

(0, 1, 1) 3

(1, 0, 1) 5

(1, 1, 0) 6

(1, 1, 1) 7(0, 1, 0) 2

λ0

λ2 λ0

λ1

λ1

λ1λ1

λ2
λ2

λ0

λ0

λ2

Figure 8: An example of PH-distribution, 3-lattice

absorption in the final n-lattice state (numbered by 2n − 1) is equal to [3, 14]:

F (t) = 1−αeQ∗
t1 for t ≥ 0 and F (t) = 0 for t < 0,

where 1 is a column vector of size n − 1 all of whose elements are equal to 1
and α is a row vector containing initial probabilities of lattice states. A pair
(α, Q∗) is called a phase-type distribution (PH-distribution). Its probability
density function f(t) can be calculated as follows:

f(t) =
dF (t)

dt
= −αQ∗eQ∗

t1 = −αeQ∗
tQ∗1 = αeQ∗

tq.

Notice that the transformations performed above are possible since the matrices
Q∗ and eQ

∗
t commute and for each i,

∑n−2
k=0 q∗ik = −qi, i = 0, 1, . . . , n − 2. The

moments mi of this distribution may be calculated by the formula:

mi = (−1)ii!α(Q∗)−i1, i = 1, 2, . . . (2)

We set the initial vector α to (1, 0, . . . , 0) to indicate the fact that the in-
vestigated irreducible Markov chain always starts its performance at the state
numbered by 0.
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4.4.2 Review of Sequence Cases

The cases to be reviewed are listed in Table 1. Diagrams which illustrate those
cases are complex and for this reason we apply some abbreviations, mostly con-
cerning types of a local sequence. Actions which are not synchronised and are
performed independently in a component X are written as aPX

or aSX
depending

on whether they are of αP or αS type. For synchronised actions we introduce
similar shorthand terms, for example APXY

, ASXUZ
, where the lowest subscript is

a list of components which cooperate over either αP or αS type.

Case a.I: None of the activities labelled with αP or αS is synchronised. Amal-
gamation of sequence may be performed entirely at the PEPA component level
for components do not cooperate either over αP or αS and assumption about
“boundary conditions” is not required. The new transition rate R(i) in a PEPA

sequential component X(i) is equal to
r
(i)
P

r
(i)
S

r
(i)
P

+r
(i)
S

, i = 0, 1, . . . , n−1. If both elements

of a local sequence are of undefined type (τ), amalgamation has the same effect
as weak isomorphism (see Section 3).

Y0

Y2

(αS, rSY
)

Y1(γ,>)

(αP , rPY
)

X0

X2

(αS, rSX
)

X1(γ, g)

(αP , rPX
)

f ↓

X ′
0 X ′

2

(αS, R)

(γ, g)

(αS, R)

(γ,>)

Y ′
0 Y ′

2

f ↓
(αS, R)

(γ, g)

X ′
0Y

′
0 X ′

2Y
′
2

X0Y0

X2Y2

X1Y0

aPY
aPX

(αS, RS)

X0Y1

(γ, g)

aPY
aPX

X1Y1

Figure 9: An example of the a.II case, X0 ��
{αS,γ} Y0, X ′

0
��

{αS,γ} Y
′
0 ; shorthands:

aPX
= (αP , rPX

), aPY
= (αP , rPY

)

Case a.II: All actions labelled with αP are performed independently, all actions
labelled with αS are synchronised. Dealing with this case we are restricted to
beginning sequences only and an example of a model is pictured in Figure 9. The
activities of type αP form an n-lattice in the model. The average time 1

ΛP
of

passing through this structure is given by Eq. (2). If all but one transition rate
of the activities of type αS are equal to > then the effective cooperation rate
RS in the global chain is equal to r

(i)
S , r

(i)
S 6= >; in other cases RS = mini(r

(i)
S ).
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The effective rate of the replacement activity for the entire strict local sequence
is equal to R = RSΛS

RS+ΛS
.

Case a.III: All actions labelled with αP are performed independently, some
of the actions labelled with αS are synchronised. Amalgamation is possible for
beginning sequences. All local sequences are replaced by actions of type αS.
For those which take place in components from MαS the new transition rate

is computed as
mini(r

(i)
S

)Λ

mini(r
(i)
S )+Λ

, where X(i) ∈ MαS , Λ is an inversion of the mean

passage time through the n-lattice whose actions labelled with αP come from
components X(i) which belong to MαS . In components X(i) from M−MαS

the amalgamation procedure is performed individually; the transition rates are
R(i)∗ =

rPZ
rSZ

rPZ
+rSZ

. This case is illustrated by the example pictured in Figure 10.

Y0

Y2

(αS,>)

Y1(γ,>)

(αP , rPY
)

X ′
0Y

′
0Z

′
0

X ′
2Y

′
2Z

′
2

X ′
0Y

′
0Z

′
2

G

(αS, R∗) (αS, R)

(αS, R∗)(αS, R)
X ′

2Y
′
2Z

′
0

X ′
0

X ′
2

G
(αS, R)

Z ′
0

Z ′
2

(αS, R∗)
G>

Y ′
0

Y ′
2

(αS,>)
G>

Z0

(αS, rSZ
)

Z1(γ,>)

(αP , rPZ
)

X0

X2

(αS, rS)

X1(γ, g)

(αP , rPX
)

Z2

aPZ

aPX

X0Y0Z0 X2Y2Z2

X0Y0Z2

X1Y1Z2

aSZ

X0Y1Z2aPY

X1Y1Z0

aSZ

ASX

aPX

ASX

aSZ

aPY

aPZ

X2Y2Z0

X0Y0Z1

X1Y0Z0

aPY

(010)

(011)

(101) (111)

aPZ

X2Y2Z1

aSZ

aSZ

aPZ

aPY

(102)

G

Figure 10: An example of the a.III case, X0 ��
{αS,γ} Y0 ��

{γ} Z0, X ′
0

��
{αS,γ} Y

′
0
��
{γ} Z ′

0;

shorthands: G = (γ, g), aPZ
= (αP , rPZ

), aSZ
= (αS, rSZ

), aPX
= (αP , rPX

),
aPY

= (αP , rPY
), ASX

= (αS, rS)
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Case b.I: All actions labelled with αP are synchronised and all actions labelled
with αS are independent. This case is dual to a.II, so it concerns ending sequences
only: firstly an action of type αP is performed in all the sequential components,
secondly the components independently execute their own actions of type αS

(Figure 11). As for a.II we set the transition rate of the new action, R, as an
inversion of the mean of the Coxian distribution of two exponential distributions
with parameters RP and ΛS, respectively.

X0

X2

(αS, rSX
)

X1(γ, g)

(αP , rPX
)

f ↓ f ↓

(αP , RP )

X0Y0

X1Y1

X0Y1

aSY

X1Y0

aSY
aSX

aSX

(γ, g)Y0

Y2

Y1(γ,>)

(αS, rSY
)

(αP , rPY
)

X ′
0 X ′

2

(αP , R)

(γ, g)

(αP , R)

(γ,>)

Y ′
0 Y ′

2

(αP , R)

(γ, g)

X ′
0Y

′
0 X ′

2Y
′
2

Figure 11: An example of the b.I case, X0 ��
{αP ,γ} Y0 ��

{αP ,γ} Z0; shorthands: G =

(γ, g), aSX
= (αS, rSX

), aSY
= (αS, rSY

)

Case b.II: All model components cooperate over αP and over αS as well. No-
tice that both elements of a local sequence (αP , αS) are synchronised and actions
labelled with αP , αS establish automatically “boundary conditions” for launch-
ing and terminating the execution of actions of these types. The condition which
has to be satisfied is that a component X

(i)
0 , of which an internal sequential

component X
(i)
1 is an αP -derivative, does not contain other outgoing actions ex-

cept X
(i)
0

(αP ,rPX
)

−−−→ X
(i)
1 , for all sequential components X(i) in the model. For the

moment we assume additionally that all sequential components making up the
model contain the (αP , αS) local sequence. These conditions ensure that the

probability of choosing the (αP , rPX
) action in the state X

(i)
0 is the same as the

probability of choosing (αS, R), R =
mini(r

(i)
P

)mini(r
(i)
S

)

mini(r
(i)
P

)+mini(r
(i)
S

)
in X ′(i)

0 although the tran-

sition rates of outgoing actions are different. Hence both these probabilities are
equal to 1.0. Consequently, in the global Markov chain underlying the entire

initial model, the two consecutive actions (X
(0)
0 , X

(1)
0 , . . . , X

(N−1)
0 )

(αP ,mini(r
(i)
P

))

−−−→
(X

(0)
1 , X

(1)
1 , . . . , X

(N−1)
1 )

(αS ,mini(r
(i)
S

))

−−−→ (X
(0)
2 , X

(1)
2 , . . . , X

(N−1)
2 ) are replaced by one
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(X ′(0)
0 , X ′(1)

0 , . . . , X ′(N−1)
0 )

(αS ,R)−−−→ (X ′(0)
2 , X ′(1)

2 , . . . , X ′(N−1)
2 ) and there is no other

transition outgoing from the (X
(0)
0 , X

(1)
0 , . . . , X

(N−1)
0 ) and (X ′(0)

0 , X ′(1)
0 , . . . , X ′(N−1)

0 )
global states (Figure 12).

total
input
flux

total
input
flux

total
output
flux

total
output
flux

(αP , mini(r
(i)
P ))

X1X0 X2

↓ f

(αS, mini(r
(i)
S ))

X 0

0 X 0

2

(αS, R)

Figure 12: Amalgamation of a sequence for the b.II case, all components building
up a model contain the local sequence (αP , αS); states of the global Markov chain,

Xj = (X
(0)
j , X

(1)
j , . . . , X

(N−1)
j ), j = 0, 1, 2, X 0

k = (X ′(0)
k , X ′(1)

k , . . . , X ′(N−1)
k ), k =

0, 2,

For the initial model, the total input flux is equal to π(X0) mini(r
(i)
P ). The

balance equation for the state X1 is

π(X0) min
i

(r
(i)
P ) = π(X1) min

i
(r

(i)
S ) (3)

and the right hand side of this equation represents also the total output flux
leaving “the channel” at the state X1. From Eq. (3) we can express π(X1) as a
function of π(X0) and find a sum

π(X0) + π(X1) =


1 +

mini(r
(i)
P )

mini(r
(i)
S )


 π(X0).

In the reduced model the total flux passing through the underlying Markov chain
is channelled by the transition between π(X 0

0) and π(X 0

2) and we may state
that

π(X0) min
i

(r
(i)
P ) = π(X 0

0)R.

With the transition rate R calculated as above we conclude that π(X0)+π(X1) =
π(X 0

0).
The amalgamated version of the initial model preserves throughput of activi-

ties other than suppressed αP even if some components of the model do not con-
tain the local sequence which is to be amalgamated. Let a model be made up of K,
K 6= N , components containing the (αP , αS) local sequence, X(0), X(1) . . .X(K−1),

with synchronisations for X
(i)
0

(αP ,r
(i)
P )

−−−→ X
(i)
1

(αS ,r
(i)
S )

−−−→ X
(i)
2 , i = 0, 1, . . . , K − 1, and

N −K components, X(K), X(K+1) . . .X(N−1), in which this local sequence does
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not appear. All actions taking place in X(K), X(K+1) . . .X(N−1) components do
not change the states of the first K components whilst in these first components
states are fixed to (X

(0)
j , X

(1)
j , . . . , X

(K−1)
j ), j = 0, 1, 2 because their transition

rates do not depend upon the first part of the chain’s state. We may examine
separately the Markov sub-chains constituted by the N−K last components only.
Notice, that those sub-chains are identical because functional transition rates are
not allowed in PEPA models. Moreover they may not be irreducible because a
subset of the components may require cooperation with any of the first K compo-
nents and these components are blocked waiting for the sequence of actions of αP

and αS to be accomplished. A sum of all incoming side fluxes for all global states
with the first K entries fixed and the last N −K coefficients changeable is equal
to a sum of all outgoing side fluxes for those global states (Figure 13). For this

reason we may consider groups of states (X
(0)
j , . . . , X

(K−1)
j , X

(K)
∗ , . . . , X

(N−1)
∗ ),

j = 0, 1, 2, ∗ — any state, and actions between them labelled with the αP , αS

types, as “a channel” capable of carrying the total flux passing through the global
Markov chain.

↓ f

incoming
side flux

incoming
side flux

incoming
side flux

outgoing
side flux

outgoing
side flux

outgoing
side flux

outgoing
side flux

outgoing
side flux

incoming
side flux

incoming
side flux

output
flux

output
flux

input
flux

input
flux

(αP , mini(r
(i)
P ))

X1X0 X2

(αS, mini(r
(i)
S ))

X 0

0 X 0

2

(αS, R)

Figure 13: Amalgamation of sequence for the b.II case, some components
building up a model do not contain the local sequence (αP , αS) the global

Markov chain, Xj = (X
(0)
j , . . . , X

(K−1)
j , X

(K)
∗ , . . . , X

(N−1)
∗ ), j = 0, 1, 2, X 0

k =

(X ′(0)
k , . . . , X ′(K−1)

j , X ′(K)
∗ , . . . , X ′(N−1)

∗ ), k = 0, 2, ∗ — any state
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X1 X2 X3

(αP , rPX )(β, b)
X4

(θ, t1)

(κ, k)

(αS , rSX )

(β,>)

(γ,>)

(θ, t2) (αS, rSY
)(αP , rPY

)
Y0 Y3

Y1 Y2

Z0 Z1

(θ, t3)

(β,>)

U0 U1

(θ, t4)

(γ,>)

X0

Figure 14: An example of the b.II model, ((X1 ��
{αP ,αS,β,γ} Y1) ��

{β} Z0) ��
{γ} U0

X0 = (β, b).X1; X ′
0 = (β, b).X ′

1;
X1 = (αP , rPX

).X2; X ′
1 = (αP , R).X ′

3;
X2 = (αS, rSX

).X3;
X3 = (θ, t1).X4; X ′

3 = (θ, t1).X
′
4;

X4 = (κ, k).X0 + (γ, g).X1; X ′
4 = (κ, k).X ′

0 + (γ, g).X ′
1;

Y0 = (θ, t2).Y1; Y ′
0 = (θ, t2).Y

′
1 ;

Y1 = (αP , rPY
).Y2; Y ′

1 = (αP ,>).Y ′
3 ;

Y2 = (αS, rSY
).Y3;

Y3 = (γ,>).Y0 + (β,>).Y1; Y ′
3 = (γ,>).Y ′

0 + (β,>).Y ′
1 ;

Z0 = (θ, t3).Z1; Z ′
0 = (θ, t3).Z

′
1

Z1 = (β,>).Z0; Z ′
1 = (β,>).Z ′

0;
U0 = (θ, t4).U1; U ′

0 = (θ, t4).U
′
1;

U1 = (γ,>).U0; U ′
1 = (γ,>).U ′

0;
((X1 ��

{αP ,αS,β,γ} Y1) ��
{β} Z0) ��

{γ} U0 ((X1 ��
{αP ,αS,β,γ}Y1) ��

{β} Z0) ��
{γ} U0

Table 3: Representation of the model illustrated in Figure 14 with the PEPA

formalism, R =
min(rPX

rPY
)min(rSX

rSY
)

min(rPX
rPY

)+min(rSX
rSY

)

We solve a model of this case using the PEPA Workbench software.
As an example, diagrams of the model are illustrated in Figure 14 and its

description with the PEPA formalism in Table 3. The initial model consists of
24 states, the amalgamated one, 20. Throughput of γ activities, ϑγ , is calculated
as

(π(X4, Y3, Z1, U1) + π(X4, Y3, Z0, U1)) · g
for the initial and reduced models. Throughput of αS activities, ϑαS

, is found
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using the formula

∑
z∈{Z0,Z1},u∈{U0,U1}

π(X2, Y2, z, u) ∗min(rSX
, rSY

)

for the initial model and

∑
z′∈{Z′

0,Z′
1},u′∈{U ′

0,U ′
1}

π(X ′
1, Y

′
1 , z

′, u′) · R

for the reduced one where R =
min(rPX

,rPY
)min(rSX

,rSY
)

min(rPX
,rPY

)+min(rSX
,rSY

)
. Assuming that all the

initial model’s transition parameters are equal to 1.0 we get ϑγ = 0.11 and
ϑαS

= 0.22 in both cases. The sum of probabilities

∑
(z,u)∈{Z0,Z1}×{U0,U1}

(π(X1, Y1, z, u) + π(X2, Y2, z, u))

is equal to the sum derived from the amalgamated model

∑
(z′,u′)∈{Z′

0,Z′
1}×{U ′

0,U ′
1}

π(X ′
1, Y

′
1 , z

′, u′) = 0.44

and for the final local sequence states

∑
(z,u)∈{Z0,Z1}×{U0,U1}

π(X3, Y3, z, u) =
∑

(z′,u′)∈{Z′
0,Z′

1}×{U ′
0,U ′

1}
π(X ′

3, Y
′
3 , z

′, u′) = 0.22.

Case b.III: All actions labelled with αP are synchronised and some actions
labelled with αS are synchronised. Amalgamation in this case may be performed
for ending sequences only. Let MαP /αS , MαP /αS ⊂ MαP , be the set of X

(i)
0

components which belong to the MαP set and whose indices are the same as
those of elements of the MαS set. The sub-model consisting of these sequential
components fulfils the conditions of the b.II case. The other sub-model, the
components of which belong to M/MαP /αS (or — equivalently — to MαS ,∗)
satisfies the conditions of the b.I case. The apparent transition rate of the syn-
chronised action of type αP is calculated from rate values for all the components
X(i), RP = mini(r

(i)
P ). The transition rate of the action of αS type executed

simultaneously by elements of MαS is equal to RS = min
i:X

(i)
0 ∈MαS

(r
(i)
S ). The

total transition rate of the action of type αS we obtain with the use of Eq. (2) for

transition rates of αS activities of X
(i)
0 , X

(i)
0 ∈MαS ,∗ together with “cooperation

rate” RS.

Case c.I: Some actions labelled with αP are synchronised, all actions of αS type
are performed independently. The amalgamation procedure may be performed
for all components in which local sequences are ending ones. In the components
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(αS, rSXY
)

X0

X2

X1

(αP , rP )

G

Y0

Y2

(αS,>)

Y1

(αP ,>)

G>

Z0

Z2

(αS, rSZ
)

Y1

(αP ,>)

G>

f ↓

X ′
0 X ′

2

(αS, R)

(γ, g)

f ↓
(αS,>)

(γ,>)

Z ′
0 Z ′

2

(αS, R)

(γ, g)

X ′
0Y

′
0Z

′
0 X ′

2Y
′
2Z

′
2

f ↓
(αS,>)

(γ,>)

Y ′
0 Y ′

2

X0Y0Z0

X2Y2Z2

ASXY
aSZ

aSZ

ASXY

G

X2Y2Z1 X1Y1Z2

(αP , rP )

Figure 15: An example of the b.III case, X0 ��
{αP ,αS,γ} Y0 ��

{αP ,γ} Z0,

X ′
0

��
{αS,γ} Y

′
0

��
{αS,γ} Z

′
0; shorthands: G = (γ, g), G> = (γ,>), ASXY

= (αS, rSXY
),

aSZ
= (αS, rSZ

)

whose indices belong to MαP the new activity type is set as αP , in the others as
αS. For the first group of components X(i), the transition rate of the introduced

action is equal to R =
mini(r

(i)
P

)Λ

mini(r
(i)
P

)+Λ
, X(i) ∈ MαP , where Λ is the inversion of the

mean passage time through the n-lattice computed according to formula (2). For
the latter the transition rates are evaluated for each component X(i) separately,

R(i)∗ =
r
(i)
P r

(i)
S

r
(i)
P +r

(i)
S

, X(i) ∈ M−MαP . The amalgamation procedure cannot lead to

a model whose Markov chain is reversible (Figure 16).

Case c.II: Some actions labelled with αP are synchronised, all actions of αS

type are synchronised. This case consists of instances of the a.II and b.I cases so
only beginning sequences may be subjects of amalgamation. The total transition
rate resulting from the simultaneous execution of activities of type αS is equal
to RS = mini(r

(i)
S ). The transition rate of actions of type αP performed in all

components belonging to MαP is equal to RP = mini(r
(i)
P ) and this value is

included in the computation of total transition rate of passing through an n-
lattice, according to Eq. (2).

Case c.III: Some components of the model cooperate over αP , some of them
over αS. This case has to be considered more carefully, by three sub-cases:

? The same components cooperate over αP and αS. If MαP = MαS we deal
with cases a.I and b.II applied to two disjoint sets of sequential compo-
nents and amalgamation is possible when done independently, see Figure 17.
The transition rate RXY is equal to the inversion of the mean passage
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aSZ APXY

X2Y2Z0
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aPZ

aSZ

aSX

aPZ

aSZ
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aSY

APXY

G
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X1Y1Z1

aSY

(120)

aSX

(212)

(121)

(211)

Figure 16: An example of the c.I case, (X0 ��
{αP ,γ} Y0) ��

{γ} Z0, (X ′
0

��
{αP ,γ} Y

′
0) ��

{γ} Z ′
0;

shorthands: G = (γ, g), APXY
= (αP , rPXY

), aPZ
= (αP , rPZ

), aSZ
= (αS, rSZ

),
aSX

= (αS, rSX
), aSY

= (αS, rSY
)

time through the synchronised transition αP in X0 and Y0 and through
the 2-lattice with parameters RPZ

and RPU
. The rate RZU is computed

analogously: upon the synchronised transition αS in Z0 and U0 and the
confluence with RSX

and RSY
. Notice that the resulting model component

X ′
0

��
{αS,γ} Y

′
0

��
{αS,γ} Z

′
0 does not have product form solution.
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Figure 17: An example of the c.III.? case, (X0 ��
{αP ,αS,γ} Y0) ��

{γ} Z0,

X ′
0

��
{αS,γ} Y

′
0

��
{αS,γ} Z

′
0; shorthands: G = (γ, g), aPZ

= (αP , rPZ
), aSZ

= (αS, rSZ
),

aPXY
= (αP , rPXY

), aSXY
= (αS, rSXY

), ASXY
= (αS, RSXY

), ASZ
= (αS, RSZ

)

?? All model components cooperate over αP or over αS. Those which coop-
erate over αP do not cooperate over αS and vice versa. A model splits
automatically into two sub-models depending on the activity type, αP or
αS, over which synchronisation is carried out. One of them fulfils case a.II
conditions, the other those of b.I. An example where amalgamation can
be performed for both sub-cases is pictured in Figure 18. However, the
reduced model cannot have a product form solution.

? ? ? All model components cooperate over αP or over αS. Some of them coop-
erate only over αP , some only over αS, some over both the types. Amal-
gamation is not possible as presented in Figure 19 by an example in which
MαP = {Y0, Z0}, MαP ,∗ = {X0}, MαS = {X0, Y0}, MαS ,∗ = {Z0}.

4.4.3 Performance Values Results for the Reviewed Cases

Models of each case investigated in the previous subsection were computed in
order to find throughput of transitions not involved in the amalgamation pro-
cedure. Depending on whether the underlying Markov chain was insensitive or
not, the results were exact or approximate. A summary for examples we have
presented in Table 4.
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Figure 18: An example of the c.III.?? case, (X0 ��
{αP ,γ} Y0) ��

{γ} (Z0 ��
{αS,γ} U0), short-

hands: G = (γ, g), G> = (γ,>), APXY
= (αP , rPXY

), ASZU
= (αS, rSZU

), aPZ
=

(αP , rPZ
), aPU

= (αP , rPU
), aSX

= (αS, rPX
), aPY

= (αS, rPY
), BPXY

= (αP , RXY ),
B> = (αP ,>), CSZU

= (αS, RZU), C> = (αS,>)
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X0
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X1G

(αP , rPY Z
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Y0
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Y1G>
(αS,>)

Z0
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(αS, rSZ
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Figure 19: An example of the c.III.? ? ? case, (X0 ��
{αS,γ} Y0) ��

{αP ,γ} Z0, shorthands:

G = (γ, g), G> = (γ,>), aPX
= (αP , rPX

), APY Z
= (αP , rPY Z

), aSZ
= (αS, rSZ

),
ASXY

= (αS, rSXY
)

Case: Markov Chain Throughput Results

a.I not insensitive approximate
a.II insensitive exact
a.III not insensitive approximate

b.I insensitive exact
b.II not insensitive approximate
b.III insensitive exact

c.I not insensitive approximate
c.II insensitive exact
c.III.? not insensitive approximate
c.III.?? not insensitive approximate
c.III.? ? ? not applicable

Table 4: Throughput values for models of each case
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4.5 Semi-Input-Output Linear Components

The amalgamation procedure may be performed “sequence by sequence”. A
reduced model M ′ is obtained by amalgamating suitable sequences in the com-
ponents X

(i)
0 of M , (αP1, αS1), . . . , (αPk

, αSk
). It may happen that we can proceed

further with reduction of sequences (βP1, βS1), . . . , (βPk
, βSk

) in the components

X ′(i)
0 of M ′ and obtain another model M ′′. Iteration can be carried out until there

is no sequence in the components XN×′
0 of MN×′

suitable for amalgamation.

Definition 4.7 A PEPA sequential component X of a model M is a semi-input-
output linear component when it can be transformed by the iterative amalgama-
tion procedure into a sequential input-output linear component Y .

The number of states in the modified chain is smaller than in the initial one
and the probability mass is dispersed according to activity transition rates and
states which have been deleted. We will try, however, to reason about what
performance measures we are able to derive from the new chain (in terms of the
example in Figure 20).

λ0

µ0

λ1

µ1

λI−1

µI−1

· · ·· · ·
λN−1

µN−1

λI+1

µI+1
µI

0 1 2 I

· · ·N

r0
N − 1

N + K

rK+1

I + 1

Figure 20: The Markov chain underlying a semi-input-output linear component
with one potentially amalgamated sequence

The transition between the states I and I + 1 in the Markov chain pictured
in Figure 20 can be considered as performed according to a Coxian distribution
with all probabilities equal to 1. The steady state probabilities of the Markov
chain states l, l = 1, 2, . . . , I may be stated as:

πl = %0%1 · · · %l−1π0, (4)

where %l = λl

µl
. Probabilities of states lying upon the edge between I and I + 1

are:

πIr0 = πNr1 =⇒ πN = r0

r1
πI

πNr1 = πN+1r2 =⇒ πN+1 = r1

r2
πN = r1

r2

r0

r1
πI = r0

r2
πI

...
...

...
πN+KrK+1 = πN+K−1rK =⇒ πN+K = rK

rK+1
πN+K−1 = r0

rK+1
πI .

(5)

For the states I and I + 1 we can write global balance equations which allow us
to calculate πI+1 and πI+2:

πI+1µI = πI(µI−1 + r0)− πI−1λI−1 which rewritten:
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πI+1µI = %0%1 · · · %I−2(%I−1µI−1 + %I−1r0 − λI−1)π0 yields:

πI+1 = %0%1 · · · %I−1
r0

µI

π0

πI+1(λI+1 + µI) = rK+1πN+K + µI+1πI+2 replacing πN+K as in Eq. (5)

µI+1πI+2 = πI+1(λI+1 + µI)− r0πI

µI+1πI+2 =
r0

µI
(λI+1 + µI)πI − r0πI

πI+2 = %0%1 · · · %I−1
r0

µI
%I+1π0.

States l located on the right hand side of a cycle with Coxian distribution i.e.
chain states numbered by l = I + 2, I + 3, . . . , N − 1, have probabilities equal to

πl = %0%1 · · · %I−1
r0

µI
%I+1 · · · %l−1π0.

A sum of probabilities of “Coxian states” (i.e. Markov chain states numbered by
l = N, N + 1, . . . , N + K) is given by:

N+K∑
i=N

πi = πIr0

K+1∑
j=1

1

rj
= %0%1 · · · %I−1π0

K+1∑
j=1

1

rj
,

where πi are substituted by expression from Eq. (5). The normalisation equation
of the investigated chain depending upon π0 is formulated as:

π0(1 + %0 + %0%1 + · · ·+ %0%1 · · · %I−1 + %0%1 · · · %I−1
∑K+1

j=1
1
rj

+

%0%1 · · · %I−1
r0

µI
+ %0%1 · · · %I−1

r0

µI
%I+1 + · · ·+ %0%1 · · · %I−1

r0

µI
%I+1 · · · %N−2) = 1

(6)
A possible reduction will replace the series of transitions between I and I + 1 by
one transition with rate R equal to the mean of the Coxian distribution. The
resulting Markov chain has a normalisation equation as follows:

π′0(1 + %0 + %0%1 + · · ·+ %0%1 · · · %I−1 + %0%1 · · · %I−1
R
µI

+

%0%1 · · · %I−1
R
µI

%I+1 + · · ·+ +%0%1 · · · %I−1
R
µI

%I+1 · · · %N−2) = 1.
(7)

The expressions in brackets in Eq. (6) and (7) are replaced by shorthand terms
d and D, respectively, i.e. π0 = 1

d
and π′0 = 1

D
. Since r0 is always greater than R,

factors %0 · · · %I−1
r0

µI
%I+1 · · · %l are always greater than corresponding ones with R.

As they appear in denominators, we get π0 < π′0. From (4) and the fact that π′l,
l = 1, 2, . . . , I, have similar structure we conclude that

πl < π′l, l = 1, 2, . . . , I.

In case of the chain depicted in Figure 21 sequential transitions between I
and I + 1 take place in both directions. As before, state probabilities up to the
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I

Figure 21: The Markov chain underlying a semi-input-output linear component
with two potentially amalgamated sequences

state I may be computed depending upon π0 as in Eq. (4). Analogous reasoning
for the segmented branches gives us:

πN+i = r0

ri
πI , i = 0, 1, . . . , K

πN+K+j = s0

sj
πI+1, j = 1, 2, . . . , M

The global balance equations for chain states I and I +1 using which we compute
the probabilities πI+1 and πI+2 are:

πI(r0 + µI−1) = λI−1πI−1 + sMπN+K+M =⇒ πI+1 = r0

s0
πI

πI+1(s0 + λI+1) = µI+1πI+2 + rK+1πN+K =⇒ πI+2 = r0

s0
%I+1πI

and on the right hand side of the state I + 1, i.e. for the chain states numbered
by l, l = I + 2, I + 3, . . . , N , the probabilities are equal to:

πl = %0%1 · · · %I−1
r0

s0
%I+1 · · ·%l−1π0.

From the normalisation equations we obtain, for the initial chain, π0 = 1
d

and for
the reduced one: π′0 = 1

D
,

d = 1 + %0 + · · ·+ %0%1 · · · %I−1 + %0 · · · %I−1
r0

s0
+ %0 · · ·%I−1

r0

s0
%I+1+

%0 · · · %I−1
r0

s0
%I+1 · · · %N−2 + Σ

(8)

and

D = 1 + %0 + · · ·+ %0%1 · · · %I−1 + %0 · · · %I−1
r0

s0
+ %0 · · · %I−1

R
S
%I+1+

%0 · · · %I−1
R
S
%I+1 · · · %N−2

(9)

where Σ is a shorthand for a sum of probabilities of states lying on the segmented
branches. The parameters R and S are means of the Coxian distributions, i.e.

R =

K+1∑
i=0

K+1∏
j=1,j 6=i

rj

K+1∏
i=0

ri

, S =

M∑
i=0

M∏
j=1,j 6=i

sj

M∏
i=0

si

.
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The fraction r0

s0
is greater than or equal to R

S
if and only if

M∏
i=0

si

K+1∑
i=0

K+1∏
j=1,j 6=i

rj

K+1∏
i=1

ri

M∑
i=0

M∏
j=1,j 6=i

sj

≤ 1 (10)

If the condition (10) is satisfied, the denominator d from Eq. (8) is greater than
the denominator D derived from Eq. (9) and π0 < π′0 which may be extended up
to I, πi < π′i, i = 1, 2, . . . , I.

A direct conclusion is that if the initial state 0 is a starting point of the
segmented edge (or, dually, the final state N − 1 is a starting point of such
a series) and this is the only segmented sequence in the investigated chain,
π0 +

∑K
i=0 πN+i = π′0 (πN−1 +

∑M
i=0 πN+i = π′N−1 dually) holds.

4.6 An Example of Amalgamation in Semi-Input-Output

Linear Components of a PEPA Model

(γ2, g2)

(αS , rS)
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(αP , rX)

X0
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X ′
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X ′
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Y ′
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Y ′
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Y ′
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X3Y3 X2Y2

RXRY
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X0Y0

(γ1, g1)
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X ′
0Y
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0

(γ, g)

X ′
2Y
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X ′
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′
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(αS ,>)
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(γ1,>)

(γ2,>)

(αS ,>)

Figure 22: A PEPA model to be reduced, X0 ��
{γ1,γ2,αS,γ} Y0 and its compact form

X ′
0

��
{γ1,γ2,αS,γ} Y

′
0 ; shorthands RX = (αP , rX), RY = (αP , rY )

After solving global balance equations of the Markov chain underlying the

29



PEPA model X0 ��
{γ1,γ2,αS,γ} Y0 presented Figure 22 we compute a sum of probabil-

ities:
πX2Y2 + πX3Y2 + πX2Y3 + πX3Y3 =

g1g(rs(r2
X+rXrY +r2

Y )+rXrY (rX+rY ))
(g1+g2)rSrXrY (rX+rY )+g1g(rs(r2

X+rXrY +r2
Y )+rXrY (rX+rY ))

=

g1g(rs(r2
X+rXrY +r2

Y )+rXrY (rX+rY ))
d

.

(11)

The local sequence (αP , αS) is a beginning sequence in the model X0 ��
{γ1,γ2,αS,γ} Y0

and it may be amalgamated according to the algorithm provided for the case a.II
in Section 4.4.2. The mean transition rate R of passing through the 2-lattice con-
fluence labelled with (αP , rX) and (αP , rY ) is calculated by the formula (2). The
value of R∗ is found as the mean of the transition rate of the Coxian distribution
which is the convolution of two exponential distributions with parameters R and
rS, respectively,

R∗ =
rSrXrY (rX + rY )

rXrY (rX + rY ) + rS(r2
X + rXrY + r2

Y )
.

The local balance equations written for the Markov chain underlying the reduced
model X ′

0
��

{γ1,γ2,αSγ} Y
′
0 are:

πX′
1Y ′

1
= g1

g2
πX′

0Y ′
0
, πX′

2Y ′
2

= g1

g2

g
R∗πX′

0Y ′
0

which give us: πX′
2Y ′

2
= g1g

R∗(g1+g2)+g1g2
and this expression is the same as the

one in Eq. (11). Notice that the throughput of the activity labelled with αS is

also preserved in the reduced chain; hence rSπX3Y3 = g1grXrY rS(rX+rY )
d

is equal to

R∗π′2 = g1gR∗
R∗(g1+g2)+g1g2

.

5 Conclusions and Further Work

In this paper we have investigated which sequences in sequential PEPA com-
ponents may be potentially amalgamated in order to obtain a smaller model
preserving some features of the initial one. We make a decision, based upon
whether an action is synchronised or not and upon the observational assump-
tion, as to which action type should be chosen for the amalgamated transition.
We have proposed definitions of distinguishing sequences of actions to be amal-
gamated and a classification of them depending on the model topology. For
each case of possible sequence amalgamation we gave an explanation of how to
calculate a transition rate for the introduced action. We defined and discussed
in detail PEPA sequential components termed semi-input-output linear compo-
nents. Finally, we showed the impact of the amalgamation procedure upon these
components, including also an illustrative example.
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Amalgamation of sequences may lead to models whose underlying Markov
chains are reversible. We are interested in further investigations in which cases the
reduced model has this feature. The crucial point is to investigate for which listed
local sequence cases an underlying Markov chain to be reduced is insensitive. Such
a chain may be used for computations of values of some performance measures.
Not insensitive chains may be used for computations of bounds of these measures.
For the other hand, we also want to study in the future upper and lower bounds
and to research models obtained from the initial one by adding extra actions in
order to get another Markov chain.

Acknowledgements
This work was supported by the Engineering and Physical Sciences Research
Council via the COMPA project (G/L10215).

References

[1] F. Baskett, K.M. Chandy, R.R. Muntz, and F.G. Palacios. Open, Closed
and Mixed Networks of Queues with Different Classes of Customers. Journal
of ACM, 22(2):248–260, April 1975.

[2] M. Bernardo. Theory and Application of Extended Markovian Process Alge-
bra. PhD thesis, The University of Bologna, 1999.

[3] E. Brinksma, J.-P. Katoen, R. Langerak, and D. Latella. A Stochastic
Causality-Based Process Algebra. The Computer Journal, 38(7):248–260,
1995.

[4] G. Clark. Techniques for the Construction and Analysis of Algebraic Per-
formance Models. PhD thesis, The University of Edinburgh, Division of
Informatics, December 1999.

[5] D.R. Cox and H.D. Miller. The Theory of Stochastic Processes. Chapman
and Hall, London, New York, 1984.

[6] M. Davio. Kronecker Products and Shuffle Algebra. IEEE Trans. on Comp.,
30(2):116–125, 1981.

[7] N. M. van Dijk. Queueing Networks and Product Forms: A Systems Ap-
proach. John Wiley & Sons, 1993.

[8] H. Hermanns and M. Rettelbach. Syntax, Semantics, Equivalences, and
Axioms for MTIPP. In Conference Proceedings, PAPM’94, 1994.

[9] J. Hillston. A Compositional Approach to Performance Modelling. Cam-
bridge University Press, 1996.

31



[10] J. Hillston and N. Thomas. A Syntactical Analysis of Reversible PEPA
Models. In Conference Proceedings, PAPM’98, Nice, 1998.

[11] F. P. Kelly. Reversibility and Stochastic Networks. John Wiley & Sons,
Chchester, New York, Brisbane, Toronto, 1987.

[12] K. Matthes. Zür Theorie der Bedienungsprozesse. In Trans. 3rd Prague
Conference Inf. Th., pages 513–528, 1962.

[13] R. Milner. Communication and Concurrency. Prentice Hall, 1989.

[14] M.F. Neuts. Matrix-Geometric Solution in Stochastic Models — An Algo-
rithmic Approach. The John Hopkins University Press, 1981.

[15] B. Plateau. De l’evaluation du parallelisme et de sa synchronisation. Thèse
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