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Functional description

Partly comes from business case!

…

General considerations

These are issues likely to have the most effect upon the overall capacity and performance of the system.  Unfortunately, we do not (and will not) have meaningful usage data upon which we could base a quantitative assessment of what is required here.  It is also difficult to develop a detailed specification when we still have no real idea of the budget available for hardware or for software (or indeed for the subsequent development work).  Parts of the following may therefore be derived from some broad guesses or extrapolation of our discussions to date.

There are, however, a number of factors suggesting that we should err on the side of safety:

(a) Server capacity and speed are absolutely critical to the success of on-line conferencing.  A tolerant Senior Editor with years of experience as a user writes, “slow-loading pages make for boredom.  Users want to see feedback quickly and move on quickly. The only thing more boring than sluggish web response times is watching paint flake off a wall.”

(b) Many of the people that we would like to impress and enthuse will be extremely busy, and many will have either little experience of using computers on a network, or experience of fast corporate intranet services only: we may find our potential users quite intolerant of poor performance, even when it is beyond our control.

(c) We are trying to put an “impossible” number of services on one machine (although we hope Solaris Resource Manager may help with this --- see below); the conventional wisdom advises against this.  In particular, our applications will fight with one another unless we are very careful to avoid conflict over limited resources.

(d) Time that we have to spend tuning or squeezing the last dregs of performance out of the system will effectively be time lost to project development.

(e) Our long-term plans involve sophisticated server-side applications, with a high degree of interaction through the network --- fast response and low latency will be necessary.

Fortunately, memory and disk systems, the components that can make the most difference, are comparatively cheap at present.

For reasons we have already discussed, we intend that the majority of development work will take place on the actual system itself.  The greater our level of physical access to the machine the better, but we must take care to maximise usability of both physical and remote access to the machine, the latter being particularly important for system support and maintenance.

Internet Bandwidth

There’s no such thing as too much bandwidth!

As already mentioned, we have no meaningful usage information, but I would estimate that a bandwidth of approximately 256 to 512Kbit is required to provide the necessary level of speed and reliability consistently.  Given points (a), (b), and (e) , above, we will probably need the larger capacity if the site is to attract more than modest traffic, especially as a single home user with BT highway can now pull down 128Kbit (albeit subject to the rest of the intervening network being able to keep up), and also as experience shows that the first upgrade required by every site is to double its bandwidth! A year or two ago I would probably have guessed a shade lower, but both Internet population and individual modem speeds are rising.

In fact, the demands of our user’s seem likely to be concentrated in intermittent peaks rather than to be spread evenly, so a service with a “burstable” level would be most useful.  I obviously cannot know exactly what is possible in this respect within ICL, especially if the service is being sourced internally in at a full “arm’s length”.

The maximum capacity of any burst mode will in any case be subject to a limit imposed by the physical link and routing hardware: 2M is typical (although 4-8M is becoming increasingly common as higher spec equipment becomes normal).  There would be little point in trying to exceed this standard level as:

· For higher bandwith specialised high performance (i.e. expensive) equipment such as routers is really required;

· It is unlikely that our server set-up would fill a significantly fatter pipe.

Router, etc.

From the information I have seen so far I assume that IP traffic between the server and the Internet line is intended to go via a local ethernet connection to a router (which will presumably support at least PPP and CHAP).

In the long term it will be most convenient for us to manage this router along with the server, but an adequate initial configuration should be supplied by ICL to get us up and working as soon as possible.

Hardware

ICL propose that we base the server on either a Sun Enterprise 450 (ES-450) or a Sun Enterprise 250 (ES-250) workgroup server using UltraSparc-II CPU modules.  Either system will accommodate a 1.44Mb 3.5-inch Internal Floppy Drive, 32X CD-ROM, and is to be fitted with a Quad FastEthernet (10/100 BaseT) PCI Card.

We have carefully assessed this choice and are happy with it.  The following applies to either model, except where otherwise noted.

Major Performance Factors

We have already mentioned bandwidth.  The other critical considerations affecting the performance and capacity of the hardware are likely to be:

· Amount of memory --- this is the always the most important;

· Throughput and performance of Disk Controllers and (to some extent) I/O sub-systems.  (Extra memory for caching also helps here);

· Processing Power --- the number and speed of CPUs;

· I/O expansion options, e.g. might we need more than the 2 remaining PCI slots on the ES-250?

Choice of Server hardware base system.

In addition to superior overall performance, there are important reasons to believe that the ES-450 will provide a better guarantee of the level of service required; these include:

· Far superior Disk I/O throughput;

· More PCI slots (with far better performance);

· Can accommodate more processors and/or memory upgrades, e.g. to improve database performance;

· Better system management tools as standard (when I last checked this on Sun’s web-site, but this information may have changed).

CPU

The processing power of either system can be improved by adding additional processors (to a maximum of 2 or 4 for ES-250 and ES-450 respectively).  However, additional processors will have to match any already installed (or rather, all processors in the system will operate at a single clock frequency --- that of the slowest), so I would recommend getting the fastest we can afford in the first place.  I suggest at least 300 MHz  (400Mhz are available if we can afford it).

While it is certainly true that the number of services we are trying to provide from this one machine may require more power than a single processor configuration can provide, I would be wary of specifying a second processor due to the large cost involved.  Even if we can afford this, there may well be more useful ways to improve the system at a lower cost.

UPDATE!

I note in this context, however, that Sun advise that at least 2 processors are required when running even their own Internet News Server software in conjunction with other servers (e.g. a web server) on the same machine:
“A dual-processor system is required when operating Sun Internet News Server software in conjunction with the other servers on a single machine.”

Such an absolute requirement  seems unusual to me, and I have requested further information from Sun, but have yet to receive a conclusive explanation. On the other hand, I cannot see why such a recommendation should apply only to Sun’s own NNTP server and not to others, so I am reluctant simply to ignore the problem by avoiding this piece of software.  It may be that my hope to get away with a single processor is too optimistic.

Memory

1Gb ECC RAM is proposed.

This sounds fine, but ought to be checked against the full software configuration when this has been finalised and approved (although the next largest efficient memory configuration on these systems is probably 2Gb (at least 1.5Gb), which may be more than we can afford).

Disk Space

Only one internal 9.1Gb (7200rpm) disk is proposed.  I initially though this might be adequate, but now realise that further such disks will almost certainly be required; for example:

· Solaris ISP Server plus basic server functions could use at least 5 -7Gb ;

· Installing only a few components of Oracle software recently filled my hard drive!

· Indexing for critical search facilities can be most space-consuming.

Another important factor is that we will need to maintain our own archives on-line (e.g. of all discussions in local News Groups), and almost all information on the site will be permanent (i.e. URLs should not expire, so data will accumulate).  We also hope that our users will contribute a good volume of material for sharing via our server.

Disk space requirements also should be checked against the full software configuration when this has been finalised and approved.

Graphics

· 17-inch Entry Level Colour Monitor proposed.

· A small improvement here (e.g. 19-inch) would make development work significantly less painful, but does not warrant major additional expense as long as the graphics card supports at least 24-bit colour (e.g. the Sun PGX32 PCI card --- we certainly don’t need a high performance accelerator).

Additional Items

Apart from the first, none of these should have significant cost implications:

Backup Drive

The server will need a local Tape Backup Drive, Cleaning Tape Cartridges, and Tape Media for backups, archiving, and checkpoints.  I was given a contact in ICL Multivendor Computing Services (Robert Clegg, I think) who recommended a Sun 4mm DDS-3 Internal DAT tape drive.

Remote System Control (RSC) Console with Modem connection

· An RSC is standard on the ES-250 .

· Reduces the need for physical access to the machine, and facilitates remote monitoring, support and management.

Basic Dual ISDN connection and enabling software (IP & PPP, etc.)

· This will be the preferred means of remote access to the server for support, configuration, management and site maintenance, etc.  Sun currently do not appear to produce a suitable solution, but third party PCI cards are available.

· Ideally, for resilience of service, this could also be configured to make a temporary link to an alternative POP on the ICL network via dial-on-demand PPP, as a backup service option in the unlikely event of problems with the main line.

Modem, cables, and enabling software

Connection for remote access via serial port where ISDN is not available.  I would hope that this would be able to use the same modem as the RSC: some sort of automatic electronic serial line splitter switch might be required to achieve this.

Cabling

· Null Ethernet Cables, for direct connection to other systems when necessary.

· Null Modem cable, for direct serial connection to system acting as console when necessary.

· Y-Type splitter cable for serial ports if required.  (Query for tim: Do we want to use EIA-232D or EIA-423 ?)

Options

The most obvious deficiency in the proposals for the service outlined in this document is in the area of day-to-day administration of the system.  That is, the monitoring, round the clock support, etc, needed to minimise downtime, and to provide the best of availability, reliability, and quality of service to our users.  Whilst it seems unlikely that the SCF will ever be able to afford to 24x7 cover, both myself and Jon have sufficiently flexible work patterns that an adequate approximation might be provided at minimal cost.

To facilitate this I would recommend the following “support kit”, to be left with a person “on call”: myself, Jon, or a suitable trusted stand-in if we are ever both unavailable.

Pager

For automatic notification of any system problems.

Dedicated Portable support system running Solaris

For remote monitoring, support, management and maintenance.  For reasons of economy, this should probably be Solaris x86 on an Intel lap-top (Fujitsu also support Solaris x86 on Intel architecture platforms), equipped with:

· ISDN adapter for remote access

· Modem for use when ISDN connection not available.

· Ethernet 10/100 BaseT Ethernet & cable for direct physical connection to server.

It is hard to give a priority to issues like this, without any information on likely overall budget limitations.  For instance, the total cost of this kit (including, say, 3 years operating costs) would almost certainly be less than the difference between otherwise equivalent systems (as described above) based respectively on the ES-450 and ES-250.  Of course, in this particular case, one could consider, for instance, the trade-off between the better guarantee of no capacity and performance problems afforded by the ES-450, and the provision of an immediate and arguably more important support capability (and I am actually expecting further relevant information here).  However, without constraints to focus the attention, there are too many possibilities to give adequate attention to each.

Operating System and other fundamentals

Solaris 7 Server Operating Environment License and Software Media Kit (English/UK)

Solaris ISP Server enhancement including Sun Internet FTP Server

This brings many benefits, including:

· Improves security hardening as standard;

· Simplifies secure remote access and administration;

· System and performance monitoring functions;

· Some authentication facilities which may (or may not --- I haven’t quite figured out) how we’re going to do this bit yet) help us towards a single sign-on for clients;

· Sun Internet FTP Server will provide good performance for both authenticated usage and anonymous FTP.  I have previously had good service from  wuftpd  (a free product), but have recently encountered a couple of unresolved problems when using it with a sophisticated FTP client under Windows.

I believe there is currently a special offer on this product when bought with a Sun Enterprise Workgroup Server.

Solaris Options

Sun Resource Manager control software

The simplest way to improve utilisation of major system resources in order to get

Sun Internet Services Monitor

Included free in Solaris ISP Server.

Sun Bandwidth Manager control option

To ensure best service from limited bandwidth, and control burst mode if available.

Copackaged free with Solaris ISP Server.
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